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Environment Setup 

●​ Network Configuration for Ubuntu 

In this setup, Snort is running on an Ubuntu VM. To ensure stable communication and 
prevent IP conflicts, the network interface on this VM was configured with a static IP 
address. Specifically, the IP address was set to 10.0.2.110 in order to place it at a high and 
less likely-to-be-used address within the VirtualBox NAT network range (10.0.2.0/24). 

  

The static IP configuration was applied using Ubuntu’s Settings tool, where the IPv4 
address was manually assigned. This static IP ensures that the Snort VM consistently uses 
the same IP address, preventing DHCP from reassigning it to another device in the 
network. The configuration takes effect after a reboot, solidifying the network setup for 
reliable data flow between Snort and Splunk on this Ubuntu VM. 

Steps Taken: 

1.​ Go to Ubuntu Settings > Network. 
2.​ Select Network Interface (Wired or Ethernet) 
3.​ Set IPv4 to Manual 
4.​ Assign a Static IP Address of 10.0.2.110 with subnet mask (255.255.255.0) 
5.​ Save and Apply Changes 
6.​ Reboot VM for changes to take effect 

 

●​ Snort Configuration 

To ensure compatibility with Splunk, Snort’s configuration was adjusted to log alerts in a 
readable format. Within “/etc/snort/snort.conf”, the following line was added to direct 
Snort to output logs in the “alert.full” format: output alert_full: alert.full. This directs 
Snort to log alerts in a detailed “full” format.  

Steps Taken: 

1.​ Install Snort if necessary 
●​ Sudo apt-get update 
●​ Sudo apt-get install snort 

2.​  Open the Snort configuration file in a text editor: 



●​ sudo nano /etc/snort/snort.conf 
3.​ Add this line below were it says “6) Configure output plugins” 

●​ output alert_full: alert.full 

 

●​ Install and Configure Splunk 

Splunk Enterprise was installed on the same VM as Snort. After setup, the "Snort Alert 
for Splunk" plugin was installed via the “Find More Apps” section in Splunk. This plugin 
enables Splunk to capture, interpret, and display Snort alerts in a structured format.  

Steps Taken: 

1.​ Visit Splunk Website and Sign Up: “www.splunk.com” 
2.​ Download Splunk Enterprise 

○​ Select “Splunk Enterprise” from the “Downloads” section and choose the 
".deb” package for Ubuntu. 

3.​ Install Splunk: 
○​ Open a terminal and navigate to the directory where the Splunk package 

was downloaded. 
○​ Use the “.deb” package format command: 

■​ sudo dpkg -i splunk_package_name.deb 
4.​ Start Splunk 

○​ Navigate to the Splunk directory: 
■​ cd /opt/splunk/bin/ 

○​ Start the Splunk Service: 
■​ sudo ./splunk start 

5.​ Access Splunk Web Interface at http://127.0.0.1:8000 through a web browser 
○​ Log in with the admin credentials previously created 

6.​ Install Splunk Plugin  
○​ Navigate to the Splunk start page and click on “+Find More Apps” 
○​ Search for “snort” and click on the green “Install” button for “Snort Alert 

for Splunk” 
7.​ Configure Splunk to use the Plugin 

○​ Go to Settings > Add Data Inputs > Monitor > Files & Directories  

http://127.0.0.1:8000


○​ In the textbox, enter /var/log/snort 
○​ For include list, type “alert.full” 
○​ On the next page, click on “Select”  
○​ For the “Select Source Type” search for “snort” and select 

“snort_alert_full”.  
○​ For “App Context, select “Snort Alert for Splunk (snortalert)” 
○​ Select “Constant value”  
○​ Enter a Host field value, it can be “snort” 
○​ Reboot VM for changed to take effect 

 

Attack Execution and Data Generation Phase 

Scans and Metasploit attacks were executed from the Kali VM targeting the Metasploitable2 
VM. These attacks simulated security threats, generating alerts in Snort that could then be 
analyzed in Splunk. The methods used included reconnaissance scans and exploitation attempts, 
designed to produce various alerts for further analysis. This lab explores the differences in Snort 
alerts generated during an attack simulation using Splunk’s Snort Event Summary, compared to 
the previous assignment’s enumeration phase results.  

Execute Attack Simulation 

1.​ Start Splunk  
○​ cd /opt/splunk/bin/ 
○​ sudo ./splunk start 

2.​ Click on the Splunk web interface link given in the terminal and navigate to the “Snort 
Event Summary” in the “Snort Alert for Slunk” 

3.​ Start Snort in IDS Mode 
○​ sudo snort -A console -q -c /etc/snort/snort.conf -i <interface> 



 

 

4.​ Repeat Nmap Scans from Enumeration Phase 
○​ Basic Ping from Kali to Metasploitable2 VM 

■​ ping -C 4 {target host} 

 
(Snort Output of ping in IDS Console) 

 
(Snort Alert of ping in Splunk Enterprise Web Interface)  



 

 

○​ Host Discovery Scan 
■​ nmap -sn {target network} 

 
(Snort Output of Nmap scan in IDS Console) 

 
(Snort Alert in Splunk Enterprise Web Interface)  



 
(NOTE: Removing ‘sudo’ allowed Snort to detect the scan, likely due to how ‘sudo’ interacts 

with network privileges, or it may have impacted how Nmap was sending packets) 

○​ TCP Scan 

■​ sudo nmap -sT {target host} 

 

 



(Snort Output of TCP scan in IDS Console) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 

(Snort Alert of TCP Scan in Splunk Enterprise Web Interface) 

 

 



 

○​ UDP Scan  
■​ sudo nmap -T5 --top-ports=128 -sU -sV {target host}

 

 

 



("Partial View of UDP Alerts from Nmap Scan Detected by Snort")

 

 



(Snort Detection of ICMP 'Port Unreachable' Alerts During Nmap Scan: Matching 'Host 
Unreachable' Messages Observed in Kali)

 

 
 

 

○​ OS Detection Scan 
■​ sudo nmap -O {target host} 



 

 



 

○​ Service Version Detection 
■​ sudo nmap -sV {target host} 

○​ Aggressive Scan 
■​ sudo nmap -A {target host} 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

sudo nmap -T5 --top-ports=128 -sU -sV {target host} 



 

 

 

 

 



 

 

 

 

 

 

sudo nmap -O {target host} 

 

 

Snort IDS Alert Console 



 

Snort IDS Alerts on Splunk from Nmap Scanning Activity 



 

 

 

 

 

 

 

sudo nmap -A {target host} 



 



 

 

 



 

 

Event Analysis in Splunk 

1.​ Snort Event Summary in Splunk 

The Snort Event Summary, accessed through the "Snort Alert for Splunk" plugin in 
Splunk, provided an organized display of the events captured. This summary listed event 
types, timestamps, and additional metadata. A screenshot of the Snort Event Summary is 
included to document the total number of events recorded. 

2.​ Comparison with Previous Assignment 

The total count of events in the Snort Event Summary was compared with the alert counts 
from the previous assignment. This comparison aimed to verify consistency between 
assignments. Any discrepancies were noted, with potential causes examined, such as 
variations in attack execution, configuration settings, or event handling in Splunk. 

3.​ Splunk Event Search Results 

Splunk’s search function was used to locate all Snort events generated during the tests. 
Using the query _host=snort | table time, src_ip, dst_ip, events were listed with their 
timestamps, source IPs, and destination IPs. A screenshot of these search results is 
included for documentation. 

4.​ Comparison of Search Results and Snort Event Summary 

Finally, the events from Splunk’s search results were compared with those listed in the 
Snort Event Summary to ensure that all events were accounted for. This comparison 
helped confirm the accuracy of Splunk’s search capabilities in capturing Snort data. Any 
unaccounted-for events were documented, with potential explanations provided for 
differences between the two views. 

○​  
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